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Degree constrained submodular flows

Tamás Király? and Lap Chi Lau??

Abstract

We consider the problem of finding a minimum cost 0 − 1 submodular flow
with the additional constraint that the sum of the incoming and outgoing flow at
each node cannot exceed a given limit. We show that this problem is NP-hard,
but it can be approximated in the following sense: we can find a submodular flow
of cost not greater than the optimum which violates the additional constraints
by at most 1 at every node.

1 Introduction and main result
Given a directed graph D = (V,E), we use the following notation for the set of edges
entering or leaving a node set:

δin(X) = {uv ∈ E : u /∈ X, v ∈ X},
δout(X) = {uv ∈ E : u ∈ X, v /∈ X},
δ(X) = δin(X) ∪ δout(X).

If F ⊆ E is an edge set and x : E → R is a function on the edges, then we use the
notation x(F ) =

∑
e∈F x(e).

Given a digraphD = (V,E), a crossing submodular set function b : 2V → Z∪{+∞},
a node set T ⊆ V , and a function g : T → Z+, a degree-constrained 0− 1 submodular
flow is a vector x : E → {0, 1} with the following properties:

x(δin(X))− x(δout(X)) ≤ b(X) for every X ⊆ V , (1)
x(δ(v)) ≤ g(v) for every v ∈ T . (2)

If T = ∅, this is the standard submodular flow, introduced by Edmonds and Giles
[1]. There are several efficient algorithms for finding a feasible submodular flow, or
even a minimum cost submodular flow for a linear cost function. However, the addition
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of the degree constraints (2) makes the feasibility problem NP-complete, as we show
in Section 2.

One way to define approximately optimal solutions in such a situation is to allow
a slight violation of the degree constraints. More precisely: let c : E → Z be a cost
function, and let α be the optimum value of the LP relaxation of the problem (i.e.
the minimum cost of a feasible vector x : E → [0, 1]). Our aim is to find a 0 − 1
submodular flow of cost no more than α that violates each degree constraint by at
most 1. This approach is similar to the one used for degree-constrained spanning trees
by Goemans [2] and Singh and Lau [6]. The main result of this note is that such a
solution can be found in polynomial time.

Theorem 1.1. Given an instance of the degree-constrained submodular flow problem
and a cost function c : E → Z, let α be the optimum value of the LP relaxation. Then
it is possible to find in polynomial time a 0− 1 submodular flow of cost no more than
α that violates each degree constraint by at most one.

Proof. We use a variant of the technique that was applied successfully to the degree-
constrained spanning tree problem in [6]. In fact, the proof is even simpler in our
case. The technique is inspired by the iterative rounding method of Jain [4] and the
idea of iterative relaxation in [5].

First, we remove as many degree constraints as possible. Removal of a degree
constraint at a node v is possible in the following 3 cases:

• If |δ(v)| ≤ g(v) + 1 then we can remove the degree constraint at v, since a
solution of the resulting problem cannot violate the original degree constraint
by more than 1.

• If g(v) = 0 then we can delete the edges incident to v and remove the degree
constraint.

• If g(v) = 1 then we replace v by two nodes v1 and v2. An edge uv ∈ E is
replaced by uv1, while edge vu ∈ E is replaced by v2u. The set function b is
modified as follows:

b′(X) =


1 if X = v1 or X = V − v2,
b(X) if X ∩ {v1, v2} = 0,
b(X − {v1, v2}+ v) if {v1, v2} ⊆ X,
∞ otherwise.

The set function b′ is crossing submodular. No degree constraint is given for
v1 and v2, i.e. T ′ = T − v. The definition of b′ implies that x(δ(v1)) ≤ 1 and
x(δ(v2)) ≤ 1 for any solution x. This means that the corresponding solution on
the original digraph violates the degree constraint at v by at most 1.

After the above modifications, we may assume that g(v) ≥ 2 and |δ(v)| ≥ g(v) + 2
for every v ∈ T .
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Let x∗ be an optimal basic solution of the linear programming relaxation. This can
be obtained in polynomial time by the ellipsoid method. The number of edges can be
reduced in two cases:

• If x∗(e) = 0 for some e ∈ E, then we delete the edge e from the digraph. A
solution of the resulting problem is good for the original problem.

• If x∗(e) = 1 for some e = uv ∈ E, then we delete the edge e from the digraph,
decrease g(u) and g(v) by 1, and change b as follows:

b′(X) =


b(X)− 1 if u /∈ X and v ∈ X,
b(X) + 1 if u ∈ X and v /∈ X,
b(X) otherwise.

The set function b′ is also crossing submodular. If we have a solution x′ for this
modified problem, then we can obtain a solution for the original problem by
setting x′(e) = 1.

In light of these observations we may assume that 0 < x∗(e) < 1 for every e ∈ E,
and |δ(v)| ≥ g(v) + 2 ≥ 4 for every v ∈ T . In addition, we may assume that there
are no isolated nodes (otherwise we could delete them and change the set function b
accordingly). Since x∗ is a basic solution, there is a system of linearly independent
constraints which are tight at x∗ for which x∗ is the unique solution of the equation
system given by these tight constraints. Let F∗ be the family of sets corresponding
to the submodular flow constraints in this system, and let T ∗ denote the set of nodes
with degree constraints that are in the system.

Claim 1.2. We may assume that the family F∗ is cross-free.

Proof. Let F∗ be a possible family where the number of sets not crossing any other set
is maximal. Suppose that X ∈ F∗ and Y ∈ F∗ are crossing. By the submodularity of
b, the constraints given by X ∩ Y and X ∪ Y are also tight. Moreover, the constraint
given by Y is a linear combination of the constraints given by X,X ∩ Y,X ∪ Y (here
we use the structure of flow constraints). This means that Y can be replaced in F∗
by one of X ∩ Y and X ∪ Y . Notice that if a set in F∗ did not cross any other before
the replacement, then it does not cross any set after it. If we repeat this for every set
in F∗ that crosses X, we obtain a system where the number of sets not crossing any
other set is more, contradicting our initial assumption.

Since x∗ is the unique solution of the equation system defined by F∗ and T ∗, we
have |E| ≥ |F∗| + |T ∗|. We show, using a simple counting argument, that this is
impossible.

We assign 2|E| tokens to the nodes by assigning 2 tokens for every edge in E to
the two endnodes of the edge. The idea of the proof is to reassign these tokens to the
members of F∗ and T ∗ so that every member gets at least 2 tokens and at least one
token is not assigned to any member. This would contradict |E| ≥ |F∗|+ |T ∗|.
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Let r ∈ V be an arbitrary node. We define the family

H∗ := {X ⊆ V − r : X ∈ F∗} ∪ {X ⊆ V − r : V −X ∈ F∗}.

Notice that H∗ is laminar. For a set X ∈ H∗, we define X ′ ∈ F∗ to be either X or
V −X (depending on which one is in F∗). We will assign 2 tokens to each member
of H∗ so that every member gets tokens from its nodes, thus the tokens of r are not
used.

A node v ∈ T ∗ has at least 4 tokens since |δ(v)| ≥ g(v) + 2 ≥ 4. We assign 2
of its tokens to v (as degree constraint) and 2 tokens to the smallest member of H∗
containing v. If no member of H∗ contains v, we have 2 unused tokens.

To assign tokens to the remaining members ofH∗, we proceed in an order compatible
with the partial order of inclusion. Let X ∈ H∗ be a set that has no tokens yet,
and let {X1, . . . , Xk} be the maximal members of H∗ inside X, which all have at
least two tokens assigned to them. There must be an edge with an endnode in X −
∪k

i=1Xi, otherwise the constraints corresponding to X ′, X ′1, . . . , X ′k would be linearly
dependent: the constraint for X ′ would be a ±1 combination of the constraints for
X ′1, . . . , X

′
k, where the i-th coefficient depends on whether X ′i = Xi or X ′i = V −Xi.

Moreover, if only one such edge e existed, then x∗(e) would be integer because it
would be determined by an integer combination b(X ′), b(X ′1), . . . , b(X

′
k). Since 0 <

x∗(e) < 1 for every edge, it follows that there are at least two edges with an endnode
in X −∪k

i=1Xi, hence there are at least two tokens inside X that are not yet assigned
to other sets. We assign these tokens to X.

At the end of this procedure, every member of H∗ and T ∗ is assigned 2 tokens, and
there is an unused token at r since it is not an isolated node. This contradicts the
assumption that |E| ≥ |F∗|+ |T ∗|, so we proved that there must be at least one edge
e with x∗(e) = 1. This concludes the proof.

An application of Theorem 1.1 concerns the reorientation of digraphs to achieve
high edge-connectivity. Given a digraph D = (V,E) and a cost function c : E → Z,
it is possible to find in polynomial time an edge set of minimum cost whose reversal
makes the digraph k-edge-connected (if it exists). This can be done by considering the
submodular flow problem defined by the set function b(X) = |δin(X)|−k (∅ 6= X ( V )
(see [3]). However, if we add the additional constraint for each node v that the number
of reversed edges incident to v cannot exceed a given number g(v), then the problem
becomes NP-hard, as it is shown in Section 2.

Theorem 1.1 implies that it is possible to find in polynomial time a solution of cost
no more than the optimum that violates each degree constraint by at most one.

We may also mention as a special case the degree-constrained directed cut cover
problem: given a digraph D = (V,E), a cost function c : E → Z, and a degree
constraint g : V → Z+, find an edge set E ′ ⊆ E of minimum cost such that |E ′ ∩
δ(X)| ≥ k for every directed cut X and |E ′ ∩ δ(v)| ≤ g(v) for every v ∈ V . This is
clearly a degree constrained submodular flow problem, so Theorem 1.1 can be applied
to get a solution that violates each degree constraint by at most 1.

Finally, let us note that the proof presented here gives an alternative proof of the
integrality of the submodular flow polyhedron.
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2 Hardness of the feasibility problem
In this section we prove that a special case of the degree-constrained 0−1 submodular
flow problem is NP-complete. A subset of edges in a digraph is called independent if
no two edges have a common node.

Theorem 2.1. Given a digraph D = (V,E) and a subset F ⊆ E of edges, it is NP-
complete to decide if it is possible to change the orientation of an independent subset
of edges in F so that the resulting graph is strongly connected.

Proof. We reduce SAT to this problem. Let us consider a SAT instance with variables
x1, . . . , xn and clauses c1, . . . , cm. We associate a digraph D = (V,E) and an edge set
F ⊆ E to this instance using the following construction.

For the variable xj, let mj be the number of clauses that contain xj or ¬xj. We
construct a cycle of length 4mj: the nodes are uj

i , v
j
i , w

j
i , z

j
i (i = 1, . . . ,mj), the

oriented edges are uj
iv

j
i , w

j
i v

j
i , z

j
iw

j
i , z

j
i u

j
i+1 (i = 1, . . . ,mj). The edge set F consists of

all these edges.
In addition, we add a node t and nodes si (i = 1, . . . ,m), and add edges sit

(i = 1, . . . ,m). For a given variable xj, suppose that ci is the l-th clause that contains
xj or ¬xj. If it contains xj, then we add the edges siu

j
l , u

j
l si, w

j
l t, tw

j
l . If it contains

¬xj, then we add the edges siw
j
l , w

j
l si, u

j
l t, tu

j
l . This finishes the construction of the

digraph D.
Consider the cycle of length 4mj associated to the variable xj. The nodes vj

i have
out-degree 0, while the nodes zj

i have in-degree 0 (i = 1, . . . ,mj). This means that we
have to change the orientation of 2mj independent edges in the cycle in order to get a
strong orientation. Thus we have two possibilities: either we change the orientation of
the edges uj

iv
j
i , z

j
iw

j
i (i = 1, . . . ,mj), or of the edges wj

i v
j
i , z

j
i u

j
i+1 (i = 1, . . . ,mj). We

say that the former corresponds to the ‘true’ value of xj, while the later corresponds
to the ‘false’ value.

In this way, there is a one-to-one correspondence between orientations of the above
structure and possible evaluations of the variables. We claim that the orientation
is strongly connected if and only if the corresponding evaluation satisfies the SAT
formula. Suppose that the formula is not satisfied, i.e. there is a clause ci containing
only false literals. Consider the node set consisting of si and its neighbors of type u
and w. By the construction, this set has in-degree 0 in the orientation corresponding
to the evaluation. Therefore the orientation cannot be strongly connected.

Now suppose that an evaluation satisfies the formula. Then each node si (i =
1, . . . ,m) can be reached from t by a path of length 4 (which correspond to the
“true” literal in ci). Since there is an edge from si to t for each si, and all other
nodes obviously have paths to and from t or some si, the orientation is strongly
connected.

Corollary 2.2. The feasibility problem for degree-constrained 0− 1 submodular flows
is NP-complete.
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